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Abstract

Modern critical infrastructures such as the power grid are frequently targeted
by distributed denial-of-service (DDoS) attacks. Unlike traditional informa-
tion and communications systems, where the effects of DDoS attacks are
mostly limited to the cyber realm, disruptive attacks on critical infrastruc-
ture assets can result in the loss of vital services such as transportation and
health care. This paper evaluates the effect of disruptive DDoS attacks on
multiprotocol label switching (MPLS) networks that provide communications
services to many large-scale critical infrastructure assets. The experimental
results provide insights into architectural configurations that can increase
network resilience without the need to incorporate additional hardware and
software.
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1. Introduction

Over the last few years there has been a considerable increase in the scope
and impact of distributed denial-of-service (DDoS) attacks. These attacks
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flood targeted systems with packets from thousands of different sources, dis-
rupting communications and services and bringing down even well-defended
targets. An example is the recent attack on Spamhaus [10], a massive
300 Gbps packet flood that saturated the company’s Internet connections
and blocked access to its web pages. The attack was rated as possibly the
largest DDoS attack in history. It clearly illustrates the effectiveness of DDoS
attacks that employ legitimate services such as DNS to achieve their ends.

Unfortunately, modern critical infrastructures such as power grids, oil and
gas pipelines, and water supply systems are constantly exposed to DDoS at-
tacks. A November 2010 study conducted by McAfee [1] involving 200 indus-
try executives in fourteen countries revealed that more than 80% of critical
infrastructure installations faced DDoS attacks that year. Part of the prob-
lem is that security and resilience measures are not made compulsory through
policy or regulation, and telecommunications operators are often not aware
of the severe risks imposed by the lack of security mechanisms. The situation
is exacerbated by the fact that security mechanisms are commonly miscon-
figured [5, 15], potentially rendering the entire security posture ineffective.

The research community has proposed several approaches for designing
resilient network topologies. Some of these approaches employ network traffic
models that limit input traffic flow to ingress routers based on the available
bandwidth [9, 14]. However, disruptive DDoS attacks take the hardware and
software to their limits, resulting in system states that are difficult to analyze
using existing approaches.

In an attempt to address these challenges, this paper focuses on an ex-
perimental evaluation of the impact of DDoS attacks on communications in
multiprotocol label switching (MPLS) networks. Additionally, it analyzes
the applicability of existing traffic models to accurately reflect the real sta-
tus of a network. The paper argues that existing network simulation tools
such as ns-2 have severe limitations in the context of DDoS attacks and
that experimental approaches can help provide a realistic view of network
behavior.

The experimental study presented in this paper focused on an isolated
environment [6, 16] that reproduced a realistic network, including real carrier-
grade Cisco routers, networks, computers systems, protocols and software.
Six MPLS network topologies were created and analyzed with regard to the
impact of DDoS attacks on MPLS network traffic as well as the functioning
of a simulated remotely-controlled power grid. The experiments demonstrate
that MPLS virtual private networks (VPNs) alone do not provide proper iso-
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lation of virtual circuits, enabling DDoS attacks to severely degrade parallel
virtual circuits. The experimental results also show that small changes in
network topology can significantly enhance resilience without affecting qual-
ity of service (QoS) even when using default router configurations.

2. Problem Statement

Modern critical infrastructures such as power grids, oil and gas pipelines,
and water supply systems rely on information and communications technolo-
gies for their operation. The advantages of using information and communi-
cations technologies include reduced costs as well as greater efficiency, flexibil-
ity and interoperability. In the past, critical infrastructure assets were largely
isolated and used proprietary hardware and protocols, limiting the threats
that could affect them. However, the widespread adoption of commercial-
of-the-shelf hardware, software and networking products in modern critical
infrastructure assets expose them to disruptive cyber threats.

A DDoS attack on an industrial control system typically engages thou-
sands of infected hosts to flood the victim system with a massive number of
packets, consuming network resources and severely reducing communications
bandwidth. The result is that that victim system effectively loses its ability
to control critical infrastructure assets.

A DDoS attack could ultimately have the same effect as the power grid
failure that occurred in Rome on January 2, 2004 [3]. The incident occurred
when communications between several remote sites were disabled by a bro-
ken water pipe that flooded the server room at a telecommunications service
provider, short-circuiting critical hardware. This completely blinded power
grid operators, who were unable to monitor or control the remote sites. For-
tunately, no additional disturbances occurred during the failure, so the grid
remained stable. However, a change in the generated-consumed power bal-
ance, possibly caused by weather changes, could have impacted the electrical
grid, resulting in a large blackout of the city and affecting other critical in-
frastructures such as transportation and health care.

Clearly, better protective mechanisms are needed to deal with DDoS at-
tacks, especially in the critical infrastructure, where even short-term outages
can have serious consequences. However, there is limited understanding of
the effects that DDoS attacks have on real networks, and existing network
models and simulation tools are not robust enough to help improve this
understanding. For example, existing models [9, 14] often incorporate an
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abstraction layer that does not account for installation-specific aspects. The
basic approach taken by such models is to distribute input traffic on output
interfaces by employing a variety of algorithms. But in reality, there are
many other factors that influence the distribution of packets, especially in
the context of DDoS attacks. For instance, a heavily-loaded router and net-
work might behave very differently from their predicted behavior. Extreme
conditions can lead to loss of input and output packets, rendering simplistic
input/output traffic counting techniques inapplicable.

In general, there is a lack of models and simulation tools that can ac-
curately reproduce the network state in extreme conditions such as DDoS
attacks. The experiments described in this paper reveal that DDoS attacks
have serious consequences on remotely-operated critical infrastructure assets
even when telecommunications service providers use virtual private networks
(VPNs) to isolate traffic. Also, simple topology changes can have a signif-
icant impact on network resilience. These changes, which can be deployed
using existing routing hardware and software, can help render DDoS attacks
ineffective.

3. Experimental Study

Our experiments were designed to explore the consequences of informa-
tion and communications system disruptions on a simulated power grid. In
particular, we considered DDoS attacks on telecommunications services that
propagate to and impact the power grid. The focus was on evaluating the
effectiveness of existing network models and to demonstrate the impact of
small network topology changes on the outcome of DDoS attacks.

3.1. Experimental Approach

The study of complex systems such as modern critical infrastructure as-
sets can be conducted by experimenting with real systems, software simu-
lators or emulators. Unfortunately, for reasons of cost and reproducibility
of results, it is difficult to experiment with real systems. Furthermore, if a
study seeks to examine the resilience or security of a real system, there are
obvious concerns about the potential side effects (faults and disruptions) to
mission-critical services.

Software-based simulations can be used very efficiently to study physical
systems, primarily because they support low cost, fast and accurate anal-
yses in controlled environments. However, they have limited applicability
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in the context of cyber security due to the complexity and diversity of real-
world networks. Moreover, even when software simulations are able to model
network environments, they fail to model network failures with reasonable
accuracy [4].

The study described in this paper employed an emulation framework de-
veloped in our previous work [6, 16], a modern scientific instrument that helps
provide accurate assessments of the impact of cyber attacks on cyber-physical
systems used in the critical infrastructure. The emulation testbed, which is
based on Emulab [18, 16], provides fidelity, repeatability, measurement accu-
racy and safety for the cyber layer. The approach is well-established in the
field of cyber security [12], and it helps overcome the challenges that arise
while attempting to simulate the behavior of information and communica-
tions technology components in the presence of attacks or failures.

The emulation testbed engages software simulators to capture the physi-
cal components. As mentioned above, simulation is an efficient, safe and low-
cost approach that provides rapid and accurate analysis capabilities. While
the fidelity is somewhat reduced, software simulation enables disruptive ex-
periments on multiple heterogeneous physical processes. An advantage is
that complex models of many important physical systems are described in
the literature. These complex models can be simulated to accurately repro-
duce the behavior of real physical systems. A good example is the power grid,
where simulation has become so accurate and trusted that is commonly used
to support decision making by electricity transmission system operators.

3.2. Experimental Setup

We recreated the typical architecture of an installation in which a power
grid is controlled remotely (Figure 1). Site A runs a simplified model of an
energy management system (EMS) [17] to ensure voltage stability. The en-
ergy management system continuously monitors and adjusts the operational
parameters of the power grid model that runs Site B.

IEEE electrical grid models are extensively used in scientific simulations
because they accurately capture the basic characteristics of real power grid
infrastructures. We employed the IEEE 39-bus New England system, which
incorporates 39 substations and ten generators. The load imposed on the
system was based on real data [11]. Intervention by the energy management
system was required to keep the grid stable.

To model a real-world environment, it was decided to employ an MPLS
network as the telecommunications infrastructure between the energy man-
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Figure 1: Experimental setup.

agement system and the power grid simulator. MPLS is a protocol that
many major telecommunications service providers have used to replace older
implementations based on frame relay and ATM. The advantages of MPLS
over generic IP networks include more efficient routing capabilities, built-in
support for virtual private networks (VPNs) and traffic engineering.

Our Emulab installation was configured to create an MPLS network with
four Cisco 6503 routers (figure 1). Two MPLS VPNs were provisioned in this
network. VPN 1 acts as a protected virtual circuit between Site A and Site B,
an approach that is often adopted by telecommunications service providers
to isolate customer traffic. Since a service provider typically routes diverse
traffic (including public Internet traffic) through the same MPLS cloud, we
use VPN 2 to serve as a virtual circuit between two different “public” regions.
The Border Gateway Protocol (BGP) and the Open Shortest Path First
(OSPF) Algorithm were used in the MPLS network for traffic routing. Table
1 lists the key equipment used in the MPLS network.

3.3. Telecommunications Disruption

A malicious user can easily manipulate “public” traffic in VPN 2 to induce
a telecommunications disruption. To explore the impact of such incidents, we
launched a DDoS attack that consumed bandwidth in VPN 2 and measured
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Table 1: Key equipment.

Type Model No. Description

Routers
Cisco 6503 4

Cisco carrier-grade routers with four
Gigabit experimental interfaces and
one control interface; used as MPLS
routers.

Cisco 2911 2

Cisco routers with six Gigabit ex-
perimental interfaces and one con-
trol interface; used as “public” traffic
routers.

Computers Fujitsu-Siemens 14

Generic personal computers with
2.53 GHz CPUs, 2 GB RAM, two
Gigabit experimental interfaces and
one control interface; used as exper-
imental nodes.

Switches Cisco 3750G 3
Cisco switches with 48 ports each;
used as a communications network.

Operating System FreeBSD8.2 – Used in all the experimental nodes.
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Figure 2: Network topologies used in the experiments.

its effect on the power grid operator’s virtual circuit in VPN 1. The attack,
which originated from Region 1 and flooded VPN 2 with ICMP packets,
was implemented using tools such as TCPReplay and Scapy. The attack
throughput at the sender’s side (Region 1) for a single node varied between
800 Mbps and 950 Mbps.

3.4. MPLS Network Topologies

Six network topologies were considered in this study (Figure 2). Note
that ER denotes an edge router, CR denotes a core router, LB denotes a load
balancer, SIM denotes power grid and daily load simulators, PR denotes a
public router, and P denotes a public VPN node.
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• Topology 1: This topology, which is shown in Figure 2(a), incorpo-
rates two MPLS core routers and two edge routers. The attack has
only one point of origin in VPN 2 and the traffic is merged with the
customer traffic in VPN 1, and transmitted over the same network links
in the MPLS network.

• Topology 2: This topology, which is shown in Figure 2(b), incorpo-
rates the same MPLS network as Topology 1. However, a second source
of DDoS traffic is added in VPN 2. This leads to a more disruptive
effect on the traffic in VPN 1.

• Topology 3: This topology, which is shown in Figure 2(c), incorpo-
rates one MPLS core router and three edge routers. The second DDoS
source in Topology 2 is moved to another edge router in order to test
the link dependency of the attack. This is because the outcome of
the attack in Topology 2 could be affected by the heavily-loaded edge
router.

• Topology 4: This topology, which is shown in Figure 2(d), incorpo-
rates the same MPLS network as Topology 1 and Topology 2, but the
public traffic from two DDoS sources is aggregated in one router (PR1).
This topology helps evaluate the effect of external aggregation devices
on traffic in the MPLS network.

• Topology 5: This topology, which is shown in Figure 2(e), tests the ef-
fectiveness of DDoS attacks with aggregated traffic sources. The topol-
ogy extends Topology 4 using an additional MPLS edge router and an
additional DDoS source.

• Topology 6: This topology, which is shown in Figure 2(f), tests the
effect of multiple connections between MPLS routers on the outcome
of DDoS attacks.

4. Experimental Results

This section describes the experimental results. It begins by describing
normal operations and proceeds to discuss the effects of DDoS attacks in the
six network topologies.
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Figure 3: Normal operating state without attack: (a) Daily load and EMS load shedding
commands; (b) Voltage status on a selection of five buses; (c) EMS packet round trip
time (RTT); and (d) Traffic throughput in VPN 1 including EMS traffic and 10 Mbps
UDP-based background traffic.

4.1. Normal Operations

Figures 3(a) and 3(b) show the system in its normal operating state (with-
out an attack). The energy management system is able to keep the grid in
a stable state. The voltage levels have small fluctuations due to the daily
load values and commands sent by the load shedding algorithm. The en-
ergy management system is able to ensure voltage stability and maintain the
voltage levels between 0.9 p.u. and 1.1 p.u., which is the range of acceptable
operations.

Figure 3(c) shows the network measurements in VPN 1, where the av-
erage EMS packet round trip time (RTT) is below 2 ms. This means that
the implementation exhibits the operational behavior of a real telecommu-
nications system, where the delivery of high-speed messages must be below
the maximum limit of 10 ms according to the IEEE 1646-2004 Standard [8]
dealing with communications delays in substation automation implementa-
tions. Figure 3(d) shows the performance that is achieved in the presence of
10 Mbps UDP-based background traffic generated using iperf [13].

The next six sections describe the effects of DDoS attacks on the telecom-
munications system and ultimately on voltage stability for the six topologies.
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The results are presented in Figure 4, which shows the changes in voltage
levels for a selection of four substations.

4.2. Topology 1

The single attack source in this topology (Figure 2(a)) has a limited ef-
fect on the traffic in VPN 1 and ultimately no effect on power grid operation
(Figure 4(a)). As shown in Figures 5(a) and 5(b) the energy management
system is able to communicate with the power grid simulator and the aver-
age EMS packet RTT remains below 2 ms. Consequently, voltages are not
affected by the attack and the power grid remains in a stable state.

The state of the network can be easily explained by existing traffic models
because the cumulative input traffic does not exceed the link capacity. More
specifically, the maximum attack throughput of 950 Mbps provides a residual
capacity of 50 Mbps, which is enough to handle the 10 Mbps traffic from VPN
1.

4.3. Topology 2

Adding a second attack source to the same edge router (Figure 2(b))
immediately blocks the traffic (Figure 4(b)). The energy management system
loses its connection to the power grid simulator, at which point the packet
RTT increases to more than one second as shown in Figure 5(a). Shortly
after the attack is initiated, the loss of communications with the energy
management system leads to instability and voltage collapse (Figure 4(b)).
Although the oscillations exhibited by the model cannot be mapped to a real-
world scenario, the voltage collapse is a clear indication of grid instability –
this could require the power grid operators to rebuild the entire grid. For the
purposes of our security study, however, this verifies that the DDoS attack
can take the system outside its normal operating limits.

Closer examination of the network measurements in Figures 5(a) and 5(b)
reveals that UDP traffic is still able to pass through the network (Figure
5(b)), while the TCP-based EMS traffic stops immediately because no RTTs
are reported. This observation could stimulate research focused on DDoS-
resilient protocols employing UDP in the critical infrastructure [7].

Existing traffic modeling techniques can give a straightforward answer
as to why the TCP traffic was blocked. The reason is that the input flow
from the two attack nodes (totaling 1,600 Mbps) exceeds the outgoing link
capacity. However, as shown in Figure 5(b), the background traffic is able to
pass through despite the presence of two massive DDoS input traffic flows.
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An intuitive explanation is that packet losses occur within the router and
along the outgoing network link, and also due to network over-provisioning.
Since existing network modeling techniques do not incorporate such aspects,
this is the first clear example of the importance of the approach adopted in
this research.

4.4. Topology 3

The results obtained for this topology confirm the results obtained for
Topology 3. The results also highlight the fact that the injection point of
the DDoS attack (Figure 2(c)) is not important as long as it intersects the
victim’s traffic path.

4.5. Topology 4

By aggregating DDoS traffic in one external router (Figure 2(d)), the
impact on VPN 1 traffic is reduced and normal remote control operations of
the power grid are maintained. However, Figure 5(a) shows that the packet
RTT in the energy management system increases from less than 2 ms to an
average of 20 ms. This means that get/set commands have a higher latency,
although, as shown in Figure 4(d), this does not affect the overall state of
the process and the voltages remain stable.

From the network flow point of view, challenges are introduced when
applying existing models in this setting. The simple aggregation of attack
traffic in the MPLS network causes the cumulative traffic to be equal to the
network capacity. Consequently, there should be no more bandwidth left
for VPN 1 traffic. But this statement is contradicted by our results, which
clearly show that VPN 1 traffic is able to pass through and that bidirectional
communications that keep the power grid in a stable state continue to be
maintained.

4.6. Topology 5

The results for this topology (Figure 2(e)) confirm our previous analysis.
Adding a second DDoS attack source at a different point in the network –
even with the aggregation from Topology 4 – completely blocks the energy
management system traffic, while a portion of the UDP background traffic is
able to pass through (Figures 5(a) and 5(b)). As shown in Figure 4(e), this
leads to the loss of communications and ultimately to grid instability.

It is also important to observe that existing network modeling techniques
also cannot be applied in this setting. This is because, even with the aggre-
gation of three DDoS traffic sources, UDP traffic still flows in VPN 1.
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4.7. Topology 6

This topology extends Topology 5 by incorporating an additional link be-
tween the two MPLS edge routers (Figure 2(f)). This allows the ingress edge
router to run OSPF load balancing and render the DDoS attack ineffective
(Figure 4(f)).

As in the case of Topology 5, using only aggregation-based traffic flow
analysis fails to consider network aspects that are crucial in cyber security
incidents. Indeed, the reason for introducing Topology 6 was to reinforce
the previous results and to clearly show that new network traffic models
are needed to model the experimental results. Furthermore, the results for
Topology 6 reveal that a network can be made resilient simply by introduc-
ing certain architectural changes. These changes can contribute to network
deployments that maintain their resilience even when they use default con-
figurations that do not address QoS issues. Nevertheless, it is important to
recognize that architectural resilience should be coupled with system config-
urations that protect against a wider range of attacks.

4.8. Reproducing Results in a Software Simulator

We used the ns-2 software simulator to further defend our statements and
to evaluate the impact of DDoS attacks in a completely-simulated environ-
ment. The ns-2 discrete event simulator is one of the most popular network
simulation tools. Although the ns-3 tool will eventually make ns-2 obsolete,
ns-3 is still under development and currently lacks many features that are
well-established in ns-2.

First, we evaluated the ability of ns-2 to accurately reproduce the inter-
actions between various UDP-based DDoS traffic sources. We used Topology
5 (Figure 2(e)) for this purpose and generated 150 different traffic settings,
where each public node injected traffic ranging from 10 Mbps to 850 Mbps
into the MPLS cloud. This scenario underlying Topology 5 was run on the
experimental testbed as well as on the ns-2 software simulator.

Topology 5 incorporates three bottlenecks – the external router and the
two edge routers – where different traffic sources compete with each other and
the routers must ensure the fair selection of packets (because the routers are
configured with the default FIFO queuing mechanism). Our objective was
to measure the fairness of packet selection from different input queues in the
experimental system and to compare them with the results obtained using
ns-2. As shown in Figure 6(a), the ns-2 results exhibit large errors compared
with the experimental results for default network configurations. Specifically,
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the errors increase up to 90%, which means that ns-2 has difficulty with traffic
fairness. Nevertheless, by tuning the ns-2 parameters (e.g., random packet
inter-arrival time) to better reflect reality, the error drops all the way down
to 30%. This means that ns-2 can provide better results when its parameters
are tuned, a property that has been confirmed by other researchers (see, e.g.,
[2]).

Next, we evaluated the ability of ns-2 to accurately recreate TCP through-
put (i.e., energy management system traffic) in the presence of massive DDoS
attacks. For this purpose, we used the previous setting and generated TCP
traffic in ns-2 with a similar throughput to the energy management system
traffic in the experimental system. In parallel, we generated a DDoS attack
and incrementally increased its throughput.

Figure 6(b) demonstrates that, up to a certain threshold (i.e., below an
attack rate of 1.52 Gbps), ns-2 exhibits similar behavior as the experimental
system. However, in reality, a 10 Mbps increase in DDoD traffice (from
1.51 Gpbs to 1.52 Gbps) can have a dramatic impact on the normal operation
of TCP. More specifically, in the experimental system, even a small increase
of 10 Mbps reduces TCP throughput from 0.23 Mpbs to 0.04 Mbps that,
as shown in the previous sections, can lead to the loss of monitoring and
control capabilities, and eventually to power grid instability. Unfortunately,
this behavior is not accurately reproduced by ns-2 because TCP throughput
remains above 0.12 Mbps for all TCP implementations. This means that,
when relying purely on ns-2 and its default configuration, an attack could be
interpreted as being ineffective when in fact the opposite is true.

Based on these results, we can conclude that in the context of disruptive
cyber attacks (e.g., DDoS attacks), researchers should carefully adjust the
parameters of network simulators such as ns-2 to obtain accurate results.
Otherwise, as stated by Chertov, et al. [4], the results might be open to
interpretation and attacks that appear to be ineffective during simulation
could have dramatic consequences in reality.

5. Conclusions

The experimental study presented in this paper provides a detailed eval-
uation of the disruptive effects that DDoS attacks have on information and
communications systems and ultimately on cyber-physical systems in the
critical infrastructure. In particular, the experimental results reveal that
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even modern MPLS VPNs with powerful carrier-grade routers can easily fall
victim to DDoS attacks.

The results also confirm research by Chertov, et al. [4] that existing
network simulation techniques and tools such as ns-2 are not well-suited to
analyzing computer networks in extreme conditions such as DDoS attacks;
there is a great need for new techniques that can incorporate experimental
data to approximate network behavior with high fidelity. Finally, the ex-
perimental results demonstrate that by engineering architecturally-resilient
networks – for example, by employing traffic aggregation together with load
balancing – critical infrastructure assets can become more resilient to DDoS
attacks even with default security configurations that do not implement QoS.

Our future research will focus on detailed analyses of the behavior of real
networks under heavy loads. The ultimate goal is to develop a powerful and
robust framework for predicting the behavior of telecommunications networks
and other critical infrastructure networks under disruptive DDoS attacks.
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Editor-in-Chief, IJCIP
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Figure 4: Effects of DDoS attacks on voltage stability.
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(b) Effect on VPN1 traffic throughput.

Figure 5: Effects of DDoS attacks on VPN1 traffic.
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(a) CDF of throughput fairness error for 150 different settings.
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(b) TCP (EMS) traffic throughput in the presence of a DDoS attack.

Figure 6: Experimental results obtained with ns-2.
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